
Presentation on
Britz and Fomin

By Ben Drucker
2020 UCONN REU



Introduction
Notation I will be using 9.

• f ( p) is the partition of the poset P given by
the usual k union of chains and antichains

.

"

• IPI denotes
- the number of elements in the

poset P ⇐ n typically )

• P denotes a poset unless otherwise stated.

Main Important theorems --
(Def ) subsets of partitions .

A partition 2 CB if L is a partition
and "sits inside " the young diagram ofB .

EH¥#c¥¥I
I

Rmk : unions

Ex. Itu#=L¥d
subtractions work similarly .

⑧

The
"

Monotonicity Theorem
"-

STATEMENT : Let pep and P
'

=P - Ep}. If
p is minimal or maximal

,
then

ftp./CXCp ) as partitions .



Exel f .
Note ;

Let P =c•§↳ HP)=¥¥z4
↳ • •d

a•

f
let ' '

;m•..
let ''

"

=

;n;÷
Note : TCP

'

)=E¥
¥¥Note : Tcp

"

)=

⑧

Def(OrderIdea# (This concept is sort of analogous
to ring - theoretic ideals ) An order ideal I is a

subset of a poset P, such that if a given
element X of P is in I

,
then all elements less

than X ane also in I.

Exel Example order ideals highlighted in this
5-
•

Hasse diagram :
{a, b }

d
•¥•e as

• c { a , b, c , d }

HIT order ideals (for example )
•
a

{a
,
c
,
d }
,
{ e
,
d}
,
{ b. e}



List of all order ideals ordered by inclusion :
(set braces dropped for convenience)

a.②cdef

abodt de

.

• •
a bee*¥•a.¥•

Itb . E
I :=Ea3

0 M : = {a}
#

The Recursive Construction Theorem-
As it turns out

,

we can use order ideals to

recursively build up TCP )
. I : = {a ,b3
µ : = {a. b}
1-

-

ALGORITHM
-

• SET I g. = a smallest nonempty order ideal of P
• FOR every order ideal of p Do :
• DETERMINE the -

list it = Ep , , - - - p, } of maximalelements of I
'¥÷÷÷÷÷÷÷÷¥÷÷:÷÷÷::÷:÷ . .. . .!-

HEAD
• ELSE # ( i.e . HI - Ep, } ) # NI -pg ) )

DO 8
.

•

( RESULT: TCI ) = U; CI - Epi } )# ( Follows from the monotonicity theorem )

.tt#rderideduPontkmW



Exel too

d
•

jeb . Yo LLP)
•
a

a.todef . LITH
-

•

abodt d.e ±#•IH
• • abce It

abcd .

Bo •a.mx#a.eM*je*.o'

•
• •

b'q¥ o .
D

•
✓ DO

¢ Green-_ add box
Red = take union 0

#ALGORITHM ( From before )
-

• SET I g.= the smallest order ideal of P
• FOR every order ideal of p Do :
• DETERMINE the

-

list it = Ep , , - - - p, } of maximalelements of I
'Ifi :±÷÷÷÷÷÷¥÷÷:÷÷÷::::÷ . .. . .!• ELSE # ( i.e . HI - Ep, } ) # HI -Pye ) ) DOE

( RESULT: TCI ) = U; CI - Epi } )# ( Follows from the monotonicity theorem )
• Set I := the next order ideal Upton the same level
-



Theorem about restrictions on the growth of XCP )Xp
Let p, and pz each be either maximal or minimal elements
of a poset p.

Let B be the box of f- Hp) removed Wren pz is

npl.mg?ed from to Let A .

be the box of X removed when
s removed from X - EB} .
( i ) Lii )

EEIihaaido.ae#omtihnimQEFmiPimi:cmoTiTEe'ua

A \ AT

Possible locations for A
, given BF-X . Let

p , =p ,
and pz=pz• Let A and B be defined

as above
. Then let

pz= Pz
'

, pz
"

,
Pj
,

and
A = A

'

,
A
"

,
I resp .

x
Cx xx



Permutationposets
a

t

Recall : A perm . poset can be formed by the following
procedure :

Exel Let 44=412563
I
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Growth Diagrams

y
b

/
O

P (3,5)
*
8

ftp.iw-y... .•
S L

§ j /
→ /
IINK
← First coordinate→

Denote P ( i
, yo )

to be the poset formed by

taking the sub - poset of P defined by the points of

P lying in cells weakly southwest (E )
of the cell

(i
, ;)

••9End 173
,
5 ) is

•

Denote Xi
;
: = 41 Pci

,
; ) )

Ext
135 = LII



localtheonemRegardingGrowtkdiagrayconsid.es
a 2×2 sub -growth diagram
"# : b = i + a

, y
= It x

x

a b
-

a

(1) Yay ¥tbx ⇒ t.by - Tay U thx

(2) Tax = Lay =1b× and Hb f y ⇒ 1by= tax

KEY
- n
-

q
, = y ⇒ y by

= fax t II to row I

(3) X by
= Lay # fax ⇒ X by = Tay t II row l where

row I = row below Fay - faxExel
Row 11-1

[45-4] Yo -- if =z

Effi ILIFFE Hit
. too -

ot
IT s s

010] to tf M

ka) 13 ) I

FnHF Consider Ki = 5342.4

05*0 f ft Ef ⑦

040 µF
*

0/30 •Et II D- to

0/20 0 0 IT
IE'

0 i 0 0 0 •Et II
2 3 4500 0 0 0 0



Prats
Pro (a? The number of boxes in Xin

, g
increases

'

by 7- from

Xi; if an element of P lies weakly below Citi
, j) .

(b) similarly
,
the number of boxes in Xp

, yet ,
increases iff an

element of P lies weakly left of Ci
,
jtl) .Also, we cannot decrease in # of boxes going right to leftPtl clear by construction .
-

(1) Recursive Growth than

V.yyngteanot " " T(2) If
,

then 1¥
No , by prop I . ✓
felt
p -

Then Pla,x)- Pcb, 'll , so Fy . Iep

(2b) But what if •%¥¥ ? By the original construction of P,

every ebt to the southwest
of L is less than 2 .

" e
"

a .
Thus

, any chain
in Pla

,
X ) can be V

< a

extended by L . Therefore ,

the length of a maximal length chain

is increased by 1 going from Pla
,
x) to Pcb

, y) .

So X. ( Pcb, yl ) = I , (Pla, xD + Ig and a box is added to the

first row of fax • QED

(3) This proof is a bit more in - depth.

By assumption the setup
is

,
and by prop . I,

°

o o

we have that
'

.

Element# "

of p Element 8

here - of p
somewhere here

somewhere

b t t



(3) cont 'd
hat B and 8 must be maximal elements in Pcb

, re ) .

Also observe that 11 Pcb, m) - {pzt-Xbx-Xay-HPlb.nl - {83) .
-

By assumption

Now define boyes A and B so that :

if
,

" and apply the GRT (since we are

removing 2 maximal elements .)

possible
locations
of B

Define a poset p
'

that uses a
"

northwest
"

rather than

"northeast
"

ordering rule. Note
that, now, chains

are anti chains and vice-versa .

-
- X
f. ⇒ En.

Thus
,
7115) = transpose ( f ( p )) .

Louis)
Observe that in P

,
both B and 8 are maximal .

However
,
in pijilp is maximal but y isminimat

Thus
,
by the GRT

, B must
lie in the region

below
.

tr t t



#
ossible locations of

B

Thus, combining
the restrictions , we

have that B lies I row below

A :

\
Possible location

of

B due to
above

restrictions

This completes the proof .



Proving the 12.5 . - correspondence
-

Remarked we can reconstruct the P - and Q - tableaux

from a growth diagram !

Another example : F- 12543

050 •④ th tf

04 o Q 0 OOOOH th

03
-

020 BE 01 01 01

* BOII II II Et II

0 10 20 3040 50

Running Insertion tableau /"Normal
"

algorithm
-
-

P ; 0→D→ → →

h¥→¥f 0 ← , It ← 2 ④ ← 5 ← 4 pts ←zL¥
Q :$ → .

-

- -
- - -

→

p÷±,
tptableaux are equal !

*

Important * **
Corollary ( since each cell in the growth

diagram is uniquely determined by
its corresponding a triplet

"

,
which

furthermore determines if there is a

point in the cell_ ,
we may

the original permutation
, starting at

the northeastern

boundary of the
growth diagram .

LI - e ; usher

P& Q as inputs) . Thus, we have a bijection
between perms .

in Sa & pairs of standard

tableaux of the same shape
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