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Lecture 17a

Bases and dimension for vector spaces (part a)
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Review

Recall: Vector spaces

A vector space is a set V in which

• we know how to add any two elements v ,w in V , and

• we know how to multiply any v in V by any scalar r in R,
which obey some axioms (the essential properties of arithmetic).

Examples of vector spaces

• For any n: Rn, the set of vectors of height n.

• P, the set of polynomials in x .

• For any n: Pn, the set of polynomials in x of degree at most n.

• S, the set of sequences.

• For any m and n: Rm⇥n, the set of m ⇥ n-matrices.

• C1, the set of smooth functions of x .

• Any subspace of a vector space is a vector space.
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Review

Recall three definitions involving linear combinations.

Recall: Goldilocks and the three properties

A set of vectors {v1, v2, ..., vk} in a subspace V of Rn is...

1 ...a spanning set for V if every element of V can be written
as a linear combination in at least one way,

2 ...a linearly independent set if every element of V can be
written as a linear combination in at most one way, and

3 ...a basis for V if every element of V can be written as a
linear combination in exactly one way.
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Linear combinations make sense in any vector space!

Definition 1: Goldilocks and the three properties, generalized

A set of elements {v1, v2, ..., vk} in a vector space V is...

a. ...a spanning set for V if every element of V can be written
as a linear combination in at least one way,

b. ...a linearly independent set if every element of V can be
written as a linear combination in at most one way, and

c. ...a basis for V if every element of V can be written as a
linear combination in exactly one way.
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To check these properties, some of our tools generalize...

Definition 1(b): Checking linear independence

A set of elements {v1, v2, ..., vn} in a vector space V is linearly
independent if the only linear combination which is equal to the
zero element is the trivial linear combination. That is, if

c1v1 + c2v2 + · · ·+ cnvn = 0

then each of c1, c2, ..., cn must be 0.

...but not all our tools generalize.

Don’t try to concatenate!

We can no longer turn a linear combination into multiplication by
the concatenated matrix.
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Exercise 1(a)

• Determine whether {x , x + 1, x + 2} is a spanning set for the vector
space P1.

Exercise 1(b)

• Determine whether {x � 1, x2 � 1, x2 � x} is linearly independent in
the vector space P.

Exercise 1(c)

• Determine whether {x2, (x � 1)2, (x � 2)2} is a basis for the vector
space P2.

Exercise 2

Show that {ex , e�x} is linearly independent in the vector space C1.
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• Recall that Pg = { polynomials of degree at
most I }

= { b, X t bo for some bi , bo in IR}

• We want to
check :

c , X t Cz (Xtc) t ↳ (X-12)
Set b ,

xtbo =-
a linear combination of S

Can we find at least one solution ( for Cc
,
Cz

,
Cz)

for all bi
,
bo ?

• Rewrite the RHS

bixtbo = (Citcztcz ) x + (
t.cz -12.cz )

This is equivalent to

bi -- a + cats } Co ! 1) 1%1=1 's:)to = Cz t2C3

This is a system of
linear equations , with

augmented matrix

[! ! { / by:) which is already in REF.
The right- most column

has no leading 1
,

so the system is consistent !

So there exist
Ci
,
Cz

, ↳ in IR where bi Xt bo = C , X t Cz (xx D t Cs (x -127 .

Therefore , S = { X, Atl , xtz) is a spanning set for Pg
.



T

Set C
, (x - t ) t Cz ( x

'
- l) + Cs (x

'
- x ) = O

.

Check : Are there solutions other than c. = CE CEO ?

If no
,
then T is linearly independent .

If yes , then
T is not linearly independent
-

( linearly dependent)

Rewrite c
, (x - t ) t Cz ( x

'
- l) t Cs (x

'
- x ) = O

.

( Cz + Cz ) x' + ( c , - Cz ) x + (-4-02)--0=0×2+0×+0

÷: ⇒ II 's 'll
ni:*:*:c: a
line has a leading 7 .

c. ÷÷:÷i÷l÷÷÷ : t.li:1?o::......................a..=o
.

The system has infinitely many
solutions .

In particular,

so 1- = { x- I , x'- I , x'- X} is not linearly independent .
=



K-

=

Recall Pz = { polynomials of degree at most 2}
. , , ,

'"" "" ↳ torn.# inn
. to ;¥!÷!÷§i÷÷÷?¥÷!÷÷¥f! ! ! '÷÷¥Set bzx't b. Xtbo = 4×2 t Cz (x - D2 t Cs (x-25
- -

a linear combination of k Rst> ¥123 in REF

Check whether this has 0,1 , or infinitely many
solutions

.

If 0
,
this means K is not spanning • The right column has no leading 1

,

If I
,
this means K is spanning and linearly independent- so the system is consistent§ infinitely many , this means"k !!.sn?fePpa)enndneinjg

.

but | .

Every column to the left of the vertical line

K is not linearly has a leading 1
,
so there is one unique solution .

bex't b, Xt bo = CIXZ t Cz (X' - 2×+1) + ↳ (X
'

- 4×+4)
-

'

. The equation
tzx't b, Xt bo = (Gtcztcz)# + (-24-403)×+62+49)

beat b , × + b. = (qtcztcz) x't (-24-403)×+621-45)
Ci t Cz t Cz bz l l has one unique solution ( cc , cz.cz)
- ÷ ::/ ⇒ Loo -y

'

tore.cn#......inir .

-

'

. Every element in Pz can be written as

Then write as an augmented matrix :
a linear combination of K in exactly one way .

c

'

. K is a basis for 1Pa



Set c , e't Cz e-
×
=0

.

We want to show that the only solution
is C , =O , Cz -_ o

.

Try plugging in values of x to get equations .

Plug in X - O
c , e° + Cz e-

0=0

Cl t Cz = 0

Plug in ⇐ I
c , e

'
t Cz E

'

=O

C , EZ t Cz = O

C , EZ - C , = O

C , (EZ - e) =0

I know I # 1 , so I - I FO .

So Cl = O
.

Therefore Cz -
- O .

Weare shown c , e×tCzE×=O implies c ,=Cz=O
.

.

'

. { ex, e-
×} is linearly independent .

- the end -
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Definition 2: Linear combinations of an infinite set

We can’t add infinitely many things, so a linear combination of an
infinite set is defined as a linear combination of any finite subset.

Alternatively, its a linear combination of the whole set with
finitely-many non-zero coe�cients.

Exercise 3

Show that the set of powers of x

{1, x , x2, x3, x4, ...}
is a basis for P.

A



B:=

• To show that B is a spanning set of
IT
,

let fix) be in P.

Then f- Cx) = an .X
"

t an- c.x
" -

'

t . .
.

taz# tail -190.1

for some an
, An - I , - - - s 92,9, , go

in IR -

But this shows that fix) is a linear combination of B .

So B is a spanning set of IP
.

• To show that B is linearly independent
in IP

,

take a linear combination of B and set it to 0 :

b
. I t b

,
X t Gz x

-
t

. . . t bmx
"
= 0

The only
solution to this equation is bo=bi= . . -

=bm=o
,

so B is linearly independent.

So { 1,9×3×3
,
.
. .} is a basis for P

( called the standard basis for p).
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Many of our favorite vector spaces have simple, ‘standard’ bases.

Standard bases for some vector spaces

• The standard basis vectors {e1, e2, e3, . . . , en} form a basis for
Rn.

• The powers of x form a basis for P.

• The powers of x less or equal to n form a basis for Pn.

• The matrices which are 1 in one entry and 0 elsewhere form a
basis for Rm⇥n.

Not every vector space has a ‘standard’ basis.

E.g . 1123 has standard basis {eiftg) , e- [901,5--19]} .
-

{I, x. x3×3×4, . . .}

E-9 . pg has standard basis {1,4×4×3×4}
Tints !

E. g . 1122×2 has standard
basis { (

'ooo)
, Colo) , (98) , too, ]}
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We have a generalization of one of our big theorems.

Theorem (The Invariance Theorem)

Every basis for a vector space have the same number of elements.

Definition 3: Dimension

The dimension of a vector space is the number of elements in any
basis.
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Intuitively, the dimension is the smallest amount of numbers you
need to describe an arbitrary element in the vector space.

Examples

I dim(Rn) = n.

I dim(Pn) = n + 1. This throws people o↵!
(remember that {1, x , x2, ..., xn} has (n + 1)-many elements)

I dim(Rm⇥n) = mn.

E- 9 .

For 1125
, you

need 5 numbers

to describe 2µ .

E- g. For Pz
,
an arbitrary element looks like a x't bat C .

- ee
Three numbers a. b. C .

2×3

E. g . For IR ,
an arbitrary element looks like ( ad be f )

.
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Infinite dimensional vector spaces

The dimension of a vector space can be infinite!

If there is no finite basis for V , we say that dim(V ) = 1.

Examples

• dim(P) = 1, because the standard basis is infinite:

{1, x , x2, x3, ...}

• dim(S) = 1.

• dim(C1) = 1.

Intuitively, this says there is no way to describe every polynomial,
sequence, or smooth function using n-many numbers, for fixed n.


