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Lecture 15c

Eigenbases (Diagonalization)
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Review Lecture 15b

Algorithm 2 (How to find an eigenbasis)

We are given an n ⇥ n matrix A.

• Find the eigenvalues of A (by factoring the characteristic polynomial.)

• For each eigenvalue, find a basis of the �-eigenspace.

I That is, a basis for ker(A� �Id)

• Put all the vectors together into a set.

I If there are n-many vectors, the set is an eigenbasis!

I If there are fewer than n-many vectors, no eigenbasis exists!

Determining when a matrix has an eigenbasis without finding one

• Fact 3: A matrix A has an eigenbasis i↵ width(A) =
P

� dim(E�(A))

• Theorem 4: If an n ⇥ n matrix has n-many (distinct) eigenvalues, then it

has an eigenbasis.

(If the matrix has fewer than n eigenvalues, we have to do more work.)

①

②

③



Suppose s:={ Vi , Vz, .
. .

,
rn} is an eigen basis for an nxn matrix A . By def, S is a basis for IR?

Let P ( ly , lyz . . . § ,
concatenation of S .

Then P is invertible (since S is a basis for IRD .

This is true in general .
Then AP =(Aµ Atk co . AY! The column vectors of a product BC are

B (1st Col of C) , B (2nd col of c) , . . . , B ( last Col of c) .

Note : Xi
,
Xz

,
. . .

,
> n don't have

= in
. . .

.

where Iie Ietf: :: ( + ↳ distinct ]
I l l X

n is

'

the eigenvalue for Vn.

✓Call this diagonal

=/ ! 42 " ' ④ (
" '
da

.

. )
matrix D

0

So AP = PD
,

so A = PDF !



Slide 4/9

From above, we have AP = PD. Since P is invertible, we can

rewrite AP = PD as ...

Theorem 5 (Diagonalizing a matrix with an eigenbasis)

Let v1, v2, ..., vn be an eigenbasis for A, and let �i denote the

eigenvalue of vi . Then we can factor A as

A = PDP
�1

where

• P is the concatenation of the eigenbasis.

• D is the diagonal matrix with the eigenvalues �1,�2, ...,�n on

the diagonal.

Such a factorization is called a diagonalization of A.

Thus, a matrix with an eigenbasis is called diagonalizable.

A = PDP
- I
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Example: 
2 1

2 3

�

| {z }
A

=


�1 1

1 2

�

| {z }
P


1 0

0 4

�

| {z }
D

�2
3

1
3

1
3

1
3

�

| {z }
P�1

2

4
3 �1 2

0 2 �2

0 0 1

3

5

| {z }
A

=

2

4
1 1 0

0 1 2

0 0 1

3

5

| {z }
P

2

4
3 0 0

0 2 0

0 0 1

3

5

| {z }
D

2

4
1 �1 2

0 1 �2

0 0 1

3

5

| {z }
P�1

Both P and D depend on an ordering of the eigenvalues and the

eigenvectors, and both have to be in the same order.

Exercise 8

Diagonalize the following matrix; that is, write it as PDP
�1

for some

diagonal matrix D. 
2 1

1 2

�



solution ( pg 1/2) step② : find a basis for each eigenspace of A
• Find a basis for the l- eigenspace of A ,

A := E
,
CA) = Ker (A - I Id)

⇐ I 2 has

go
leading 1)

First
,
use Algorithm 2 to find an eigenbasis for A . [I £ , / :] =L! ! I g)→( to 618] Let 5- t

Xt y
-

-o ⇒ ×= -t

step① : Find eigenvalues of A
Rat-Ritkz

• Characteristic polynomial of A is
General solution : ft ) = t Eff

PAK) = det (Nd-A) A basis for Ei CA) is { f ;]}
.

• Find a basis for the 3- eigenspace of A
,

= det ( LET z
)) E

, CA) = Ker (A - 3 lol) (Cole has no

leading Df
*⇒a" Ei :D :t.fi:1?I..koy:H::l::::.s::=X2-4Xt4- I

p
,
⇒ - R ,

× - t

= XZ- 4×+3 General solution : Ltt) = tf ! )= (x - 1) (x-3)
A basis for E3CA) is { ( t ] } .

• Roots of Pak) are Xi = I , 12=3 . Step③ : Put all basis vectors together
so the eigenvalues of A are Hls X2=3

. { f- y)
,
11,1} has a- 2 Vectors (not fewer than two)

,

con't toso it is an eigenbasis for A . ( next page)



(solution pg 2127

A :=

From the previous page , we found an eigenbasis { [
'if ,[if} of A

with corresponding eigenvalues XF I 42=3

To diagonalize A , we need P
, I, P

"

where A- =P DE
'

diagonal matrix
concatenation

" =

inottaethejeftg.rs?s-- fit ]
A =p Dpt

* aint = .÷.li .it#.i:illitt-tiill'o :*.
P=f9bd])

Sanity check : confirm that PDF
'

equals A .

diagonal matrix - the end -
with eigenvalues

D=
on the diagonal

= ( to §)
(in the same order
as the concatenation P

of the eigenvectors )
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An application of Theorem 5 (Rapid exponents via diagonalization)

Let A be a matrix such that

A = BDB
�1

for some diagonal matrix D. Then, for all n � 0,

A
n
= BD

n
B
�1

The entries of D
n
are the nth power of the entries of D.

Exercise 9

A =

2

4
3 �1 2

0 2 �2

0 0 1

3

5 =

2

4
1 1 0

0 1 2

0 0 1

3

5

2

4
3 0 0

0 2 0

0 0 1

3

5

2

4
1 �1 2

0 1 �2

0 0 1

3

5

(a) Compute A
2
using the factorization.

(b) Compute A
�1

.

(c) Compute A
100

.

E-9. A2=§DB
-1)( 131315')

=

BDDB
' '

= B D2 B-
'

A'
'
= ( BD B- 'J

'

= B D-
'

B-
I



(solution )

A = BD 15
'

w -F A'00=(1313157431313-1) . . - (BDD)
B D B
-

100 times

= BDD . . . D B
' '

← H A -
-

A = BDB - BD B-
'

too times
-I - I

At = BD B-
'

BD B A'
'

= B D-
'
B

= B Doo B- I

= BDD B
'

note : . ÷ :p:÷ :p. ÷ :p
note:*. ÷ :D note:*:

÷ :!
*¥ ! :p! ! :D

'" ' l
"

:{ its
'

noo . . ÷ :p.
3

'"

is much bigger than 2
'"
and I

,

so Awo is close to B (%° ! ! ) B
'

!
- the end -
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One of the most unexpected and powerful results in linear algebra

is that an important class of matrices always has a nice eigenbasis.

Def: A set of vectors is called orthogonal if the dot product of

any pair of vectors is 0. (Note: Two vectors are orthogonal is if

and only if they are perpendicular to each other.)

Theorem 6 (The Spectral Theorem)

If A is a symmetric matrix, then A has a basis of orthogonal
eigenvectors.

In fact, this goes both ways. If a matrix has an orthogonal

eigenbasis, then the matrix must be symmetric.

This theorem, (and its generalizations) are of fundamental

importance in di↵erential equations, statistics, acoustics, quantum

mechanics, data science, and countless other fields.

%BaB

-

edfual to its transpose
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Exercise 10

Verify that the eigenbasis we found in Exercise 8 was orthogonal

Solution

From Exercise 8 : {(f)ft)} is an eigenbasis for A - ⑨ L)
Dot product of the two

vectors : f- f) of !) =
-lat t I. I = o

.

.

. { [ I] , [I]} is an orthogonal eigenbasis .
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Exercise 11

Is the following matrix diagonalizable?2

66664

100 3
p
2 ⇡

3 �70 e16 0
p
2 e16 9

p
2

p
2

⇡ 0
p
2

p
2

3
33

3

77775
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Exercise 11

Is the following matrix diagonalizable?2

66664

100 3
p
2 ⇡

3 �70 e16 0
p
2 e16 9

p
2

p
2

⇡ 0
p
2

p
2

3
33

3

77775

M:=

Solution

• M is symmetric (MT
= M)

,
so by the Spectral Thm

M has an @rthogonaDeigenb.asis .

• Since M has an eigenbasis,
it is diagonalizeble by Thm 5.


