
See 7.4 The singular value decomposition SVD

Goal Not all matrices can be factored as A
Pyg

but every man matrix can be factored as A QΣP

Recall Ch5 if 7 is an eigenvalue of nxn A w the greatest length

then a corresponding unit eigenvector V1 gives the direction
in which the stretching effect of A is greatest

Harill 17,51
We can generalize this concept to Mxn matrices this will
lead to the SVD

Ex 1 A 114

The linear map x ̅ A x ̅ maps
the unit sphere in1R onto an ellipse in IR

Problem find a unit vector at which the length 11A Ill
is maximized compute Ax1̅1

Sol

Note HAT12 is maximized at the same x ̅ that maximizes Aill
11AxH̅ Ax ̅ Ax ̅ Ax ̅ T Ax ̅ xT̅AT AI xT̅ATA x ̅

ATA is a symmetric matrix since ATA ATAT ATA



Fact Let B be a symmetric matrix

Thm6 Let M be the largest possible value xT̅Bx ̅
in Sea7.3 for unit vectors x ̅ Note M is a realnumber

Then 1 M the largest eigenvalue 7 of B

2 If T is a unit eigenvector of X then BT M

So the maximum value M of HAxI̅1 is equal to the

greatest eigenvalue X of B ATA And the maximum value is

attained at a unit eigenvector of B AtA corresponding to X

For this problem compute



The singular values of an mxn matrix

Let A be an mxn matrix Then ATA is symmetric

and so by Sec 7.1 can be orthogonally diagonalized

Let ñ ñ be an orthonormal basis for IR

consisting of eigenvectors of ATA and

let 71 In be the associated eigenvalues of ATA

Then for each eigenvector 7

HATH Avi AT ATAI
piffle Vit since it is a xpeigenvector ofATA

7 T.TV
X 115112

X T since w̅ is a unit vector

Thus HATH JT

steal



Ex Find the singular values of A ff
s.la A f f 1

Find the eigenvalues of ATA

det ATA XI det

65 1 20 1 302

X 80 X 5

Eigenvalues ofATA are 71 80 72 5

The singular values are F E

455 580 15

Note If U and V2 are unit eigenvectors corresponding to X1 X2

then
HATH JT o

Thm 9 Suppose w̅ tn is an orthonormal basis for IR

consisting of eigenvectors of ATA arranged so that

the corresponding eigenvalues of ATA satisfy

7 7n

Let r of nonzero singular values of A

Then rank A r

AT Atr is an orthogonal basis for Col A



Theorem 10 The Singular value decomposition

Let A be an mxn matrix w rank r

Then there exist

i an mxn matrix Σ

fg.gl of
where

a 7,02 A or o are the first r singular values of A

2 an mxm orthogonal matrix U
3 an nxn orthogonal matrix

such that

A UΣVT

The columns of U are failed The columns of V are called
left singular vectors of A right singular vectors of A



Any such factorization is called asingularvalue
decomposition of A

The diagonal entries of Σ are necessarily the

singular values of A so Σ is unique

The matrices U and V are not uniquely determined by A

How to find a singular value decomposition of A

ÉÉina iieeigenii.es f amx sI x in descending order

Take square roots to get the nonzero singular values

JT JT Kr
a or

Let D a let Σ fg.ee
saiisizEnasA

2 Find the eigenvectors of ATA associated to X2 X2 Xn

Normalize these eigenvectors to find unit eigenvectors
w̅

Let five w̅

3 Compute AT Ave AT
Normalize them up At at Are or AT

since Avill I as we showed earlier in eq 1

Complete the linearly independent set at or
to an orthogonal basis at at ui for Rm

Let U M Am



Note

So U Σ VT AVVT

A since V is orthogonal

end of algorithm also proof for SVD

Ex of SVD

Let A

f
as before

P A 4
has eigenvalues 7 80 tes

prey So the singular values of A are 9 150 415 82 55

Let D 415 let Σ 4 5 note site of Σ is 3 2



step 2
Find the eigenvectors of ATA associated to 77 80 12 5

For 11 80 Find basis for Nul ATA 80 Id Nal 65 2 80

3 8
2 2 0

X2 can be any nonzero number so let 1 Then x 2

An 80 eigenvector for ATA is

Normalize Tj

For 12 5 Find basis for Nul ATA 5 Id Nal 6552 5

1 exit o

Let X2 2 Then Xp 1

So a 5 eigenvector for ATA is

Normalize
j 2 5

let V
3 11

then VT 455 455

45



Step 3 Compute AT Are
A

killf it I
Normalize uipt.AE

Normalize t.ae fffSince 11Avill17T

5 5 42 is a linearly independent set in R

Extend S to a basis of IR by finding is
such that w̅ 42,5 is orthogonal
We want in x ̅ 0 and 52.7 0

set

to and tf E.it
So 4 1 3 3 0 and 3 1 4 3 0

Xz can be any number 12 1 111
We can choose By already a unit ector

Alternatively note that both 5 I have 0 in 2nd entry

so I could have guessed ñ world work

Let U

É

I



25 455

uzvT
3 5

y a0

4 5

is a singular value delomposition of A fend of example

Bases for fundamental subspaces see Example 6 in book

Perform an SVD for an mxn matrix A Let Erank A

1 AT AT is an orthogonal basis for Col A Thm 9

So the first r columns of U it ir

is an orthonormal basis for Col A
called image range of A

2 In Se 6.1 we said ColA NalAT

So the rest of the lolumns of U art i item

is an orthonormal basis for Half
called cokerne.to A

3 Sime 11Avill o for 1 i n and a o iff i r

In w̅ the last n r columns of V

is an orthonormal basis
af.dkFernel of A

4 We also have Nul A Row A

S fr the first r columns of V
is an orthonormal basis for Row A



The Invertible matrix theorem the end of the list

let A be an nth matrix TFAE

191 A is invertible

s Col A 40

1 Nul A R

141 Row A R

µ A has a nonzero singular values



Additional

Ex ofSVD

frombook

end of PDF


