
From Sec 6.2

Def An orthogonal matrix is a square invertible

matrix U such that 4 UT

Ifff
let U be an non matrix

1 U is an orthogonal matrix

2 The columns of U form an orthonormal set



Idditional

Ex
0 det A Id

Find a basis for each eigenspace using See 5.1 method

same as finding basis for a null space
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Theorem 1

Def An nxn matrix is called orthogonallydigonalizable if we can write

A PDP PDP

where i D is a diagonal matrix and

121 the columns of P are orthonormal

Theorem 2

Proof forward direction
suppose

Then

Proof of the reverse direction is much harder



fromsec5.11

a
Recall not orthogonal 5.7 to

If we start from a linearly independent set S

we can always tonstruct an orthogonal set

using the Gram Schmidt process Sec 6.4

If S has only two vectors in and v2 then

the projection of 8
onto T is V2 w̅ and

the component of orthogonal to w̅ is zz I I
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Let

Note Z is in Span 7,5 7 eigenspace

so ñ I is linearly independent by Thm 4 Sec 6 2



So w̅ I is an orthogonal basis for the 7 eigenspace

by the Basis Thm Sec 4.5 since the 7 eigenspace has dim 2

Theorem 3
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This is called a spectral decomposition of A because it breaks up A

into pieces determined by the spectrum eigenvalues of A

Each term 7 Ui UI is an mxn matrix of rank 1

Each matrix Tut is a projection matrix

i e for each x ̅ in IR

TUTTE
is the orthogonal projection of x ̅ onto Ii




