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7.1 Diagonalization of Symmetric Matrices

A symmetric matrix is a matrix 4 such that A7 = A. Such a matrix is necessarily square.
Its main diagonal entries are arbitrary, but its other entries occur in pairs—on opposite
sides of the main diagonal.

EXAMPLE 1 Of the following matrices, only the first three are symmetric:

L o 0 -1 01 [a b ¢
Symmetric: [O _3:|, -1 5 8], b d e
L 8 —7 | lc e f
| —3 1 -4 0] [5 4 3 2
Nonsymmetric: [3 0], —6 1 —4 |, 4 3 2 1 [ |
| 0 -6 1] |3 2 1 0

To begin the study of symmetric matrices, it is helpful to review the diagonalization
process of Section 5.3.
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(AAA3+fona| EXAMPLE 2 If possible, diagonalize the matrix 4 = —% ? —;

Ex )
SOLUTION The characteristic equation of Ais O = Jde+t (A - IJ)

0=—-A>+17A2 =901 + 144 = —(A — 8)(A — 6)(A — 3)
Find a boacis ~f§r each e,fﬂe,nquce MST%, Sec 5.1 method
Csnme as {md‘mg basis -F,r a aull ;Faw>

—1 —1 1
A=28: v, = 1 |; A=6: v, =| —1|; A=3:v3=1|1
2 1

These three vectors form a basis for R>. In fact, it is easy to check that {vy, v,,v3} is an
orthogonal basis for R3. Experience from Chapter 6 suggests that an orthonormal basis
might be useful for calculations, so here are the normalized (unit) eigenvectors.

—1/42 —1//6 1/4/3
u=| 1/V2|, m=|-1/V/6|. wm=|1//3
0 2//6 1//3
Let
—1/v2 —1/v6  1//3 8 0 0
P=| 1/¥2 -1/v6 1/V3|. D=|0 6 0
0 2/V6  1/4/3 0O 0 3

Then A = PDP~', as usual. But this time, since P is square and has orthonormal
columns, P is an orthogonal matrix, and P! is simply P7. (See Section 6.2 "¢ m



Theorem 1+

If A is symmetric, then any two eigenvectors from different eigenspaces are
orthogonal.

PROOF Let v, and v, be eigenvectors that correspond to distinct eigenvalues, say, A;
and A,. To show that v; - v, = 0, compute

Avieva = (A v)) vy = (Avy) v,  Since v, is an eigenvector
= (v AT)yvy = vl (Avy)  Since AT = 4
= vl (A,vy) Since v, is an eigenvector

T
= AQVI Vy) = AzV] * Vo

Hence (Xl—kz)vl'VZZO. But)Ll—Az;éO, SOVy-vy, = 0. |
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A=PDbr = PBFE

where () D 18 a Cyj‘”@cﬂ'\al workcix  and
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T lheorem 2

An n x n matrix A is orthogonally diagonalizable if and only if A is a symmetric
matrix.

This theorem is rather amazing, because the work in Chapter 5 would suggest that
it is usually impossible to tell when a matrix is diagonalizable. But this is not the case
for symmetric matrices.

?roof (‘Fofwafti o\’lfec}@lon>"
Suppese A = PDP" = PDP™!
Then AT = (PDPT)T = PTTDT PT = PDPT = 4

Thus A is symmetric!
n
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The next example treats a matrix whose eigenvalues are not all distinct.

3 -2 4
EXAMPLE 3 Orthogonally diagonalize the matrix A = [ =2 6 2 |, whose
4 2 3

characteristic equation is

0=—-A3+1212-211 —98 = —(A —7)*(A +2)

SOLUTION ' The usual calculations, produce bases for the eigenspaces:

(;ﬁ’um Sec &.1)
1 ~1/2 ~1
A=T7:vi=]0],v, = 1 ; A=-2:v3=1| —1/2
1 0 1
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) -1/27 1 —1/4
'Le ZzZVQ—V2 V1V1= 1 —ﬂ 0 = 1
t . )
Vit Vi 0 1 1/4
* Note 2, s in S’Tan [’—\7-2):\77,3 = - etqenspace

» Then {v,,z,} is an orthogonal set in the eigenspace for A = 7.
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Normalize v; and z, to obtain the following orthonormal basis for the eigenspace

forA =17:
1/7/2 —1/+/18
0 , W= 4//18
1/72 1/4/18

u; =

An orthonormal basis for the eigenspace for A = —2 is
-2 -2/3

2 ! 1 1/3
= vV = - | — = —
[|2vs]| 3 2 2/3

u3

By Theorem 1, uj is orthogonal to the other eigenvectors u; and u,. Hence {u;, u,, us}
is an orthonormal set. Let

1/v/2 —1/4/18 —2/3 7 0 0
P=[uy w wm]= 0 4/18 —=1/3 |, D=0 7 0
1/v2  1//18  2/3 0 0 -2

Then P orthogonally diagonalizes A, and A = PDP™'. [ ]

The Spectral Theorem

The set of eigenvalues of a matrix A is sometimes called the spectrum of A, and the
following description of the eigenvalues is called a spectral theorem.

TV\@OW@W\ %

The Spectral Theorem for Symmetric Matrices

An n x n symmetric matrix A has the following properties:

a. A has n real eigenvalues, counting multiplicities.

b. The dimension of the eigenspace for each eigenvalue A equals the multiplicity
of A as a root of the characteristic equation.

c. The eigenspaces are mutually orthogonal, in the sense that eigenvectors corre-
sponding to different eigenvalues are orthogonal.

d. A is orthogonally diagonalizable.



Spectral Decomposition

Suppose A = PDP~!, where the columns of P are orthonormal eigenvectors uj,
of A and the corresponding eigenvalues A, .
since P! = PT,

.y Un
.., A, are in the diagonal matrix D. Then,

Ung| | Uay 27 Uy
Ure Use Use
. Upe U DY Upe Uiy Ugg
I o S e ﬂ

Ung Usy Uy | [ © Ay

D
0 Ugx Uzy Uz 2
Uiz Ugg Use 0 0 7‘5 Uq x

u;j u;z

= MUy MU ),‘usx Usx “’lj Uy

Ry u1'j h uyj A; b(}'j Upx Uzy Uz 2

N Ui hUaz hUse Usx Usy Use

U [‘;‘sx Usy Usz]

MUy [”1;4 “43 ”1%-‘] MU, D‘zx Uzy ?—ZJ AU, 3y Uz
= [ Uiy + | MUy + A;Ustj

N Uiz hUsz Wz

= -— = -~ =T
= N UIIU,,T t )\LHz“zT "')5 Uz Uy
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EXAMPLE 4 Construct a spectral decomposition of the matrix A that has the or-
thogonal diagonalization

[1 1138 YAl A%

SOLUTION Denote the columns of P by u; and u,. Then
A = Sujul + 3uu
To verify this decomposition of 4, compute

o <[ en=[3 3

o[l =] 15 ]

and

[32/5 16/5 35 —6/51 _[7 27
8““‘lT“L3“2“2T‘[16/5 8/5]+[—6/5 12/5]‘[2 4]‘A -

Practice Problems

1. Show that if 4 is a symmetric matrix, then A2 is symmetric.

2. Show that if A is orthogonally diagonalizable, then so is A2

Solutions to Practice Problems
1. (A>T = (4A)T = ATAT, by a property of transposes. By hypothesis, A7 = A. So
(A%)T = AA = A?, which shows that A2 is symmetric.

2. If A is orthogonally diagonalizable, then A is symmetric, by Theorem 2. By Practice
Problem 1, A% is symmetric and hence is orthogonally diagonalizable (Theorem 2).
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